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Exercise 6: Solution
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Activation Functions
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Leaky ReLU – Forward
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Remark:
What is different from Relu 
is, when input  output is not 
0, but (0.01 by default).
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Leaky ReLU – Backward
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Remark:
What is different from 
Relu is, when the cache 
, the gradient is not 0 
but the slope.
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Tanh – Forward
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Remark:
Forward pass of Tanh is 

Optional:
You may also restore input  
as cache.
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Tanh – Backward

6

Remark:
The backward pass of 
Tanh is 
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Random Search
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A feasible set of range of hyperparameters
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Pick the best set of hyperparameters
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Questions? Piazza ☺
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